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Summary

The goal of this workshop is to investigate the mathematical pillars on which the RSA cryptosystem
rests, namely the (extended) Euclidean Algorithm, Fermat’s Little Theorem and the Square-and-
Multiply method. Furthermore, it is shown how the Chinese Remainder Theorem (CRT) can be used to
speed up the decryption and the generation of signatures in RSA considerably. A number of common
attacks on RSA are discussed. All algorithms and attacks are illustrated by using the new powerful
programming language of Derive 5.

Introduction

Although the RSA cryptosystem, invented by R. Rivest, A. Shamir and L. Adleman (cf.
[3]), has been around for little more than two decades, it is today ubiquitous in modern
telecommunication: RSA is used by Web browsers to ensure Web traffic, it is used to ensure “pretty
good privacy” (PGP) and authenticity of e-mails and, last but not least, it is widely used in electronic
credit card payment systems. (If you registered for this conference via Internet, you will know that its
organizers also used RSA for the secure transmission of your data.)

The importance of RSA in modern telecommunication is certainly one of the reasons why it should be
represented in our educational system. Even more important is the fact, the mathematical theory behind
it is for one thing very appealing and for another involves some of the most fundamental theorems and
algorithms of all mathematics. Take this as  a kind of apology  for dealing with this subject once more,
although it has already been treated by many authors including myself (cf. [4], [5]). Another
justification is the fact that unlike previous versions the new Derive for Windows 5 (DfW5 for short)
now offers everything that is needed to treat this topic properly due to a lot of new powerful features. In
fact, one of the main goals of this workshop is exactly to prove this claim.

What is the RSA cryptosystem all about?

Although dealing with the question in the headline might be carrying coals to Newcastle in this forum, I
will do it all the same - not only for the sake of completeness, but also in order to introduce some basic
notations for the following.

Basically, RSA belongs to the so-called public key cryptosystems. As the name suggests, the public key
is public and is used to set up the encryption E of messages. Here, E is a so-called one-way trapdoor
function, i.e. it is virtually infeasible in a reasonable time to invert E without some additional
information – the “trapdoor”-, which is the private key.
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To be more specific, suppose Bob wants to create an RSA public key and a corresponding private key.
Then he should do the following:

1. Generate two large random (and distinct) primes p and q, each roughly the same size and
compute n: = pq and v: = lcm(p-1,q-1).

2. Select integers e,d such that 1 < e,d < v and  ed ≡  1 mod v, where d should be large (roughly
the size of v).

3. Publicize the pair (n,e), which is his public key, and keep secret his private key d.

If Alice wants to send a message to Bob, she is supposed to do the following:

1. Obtain Bob’s authentic public key (n,e).

2. Represent the message as an integer m in the interval [0,n-1].

3. Compute c = em mod n.

Bob in turn can easily recover m from c, by computing m = dc  mod n.

Before dealing with the whys and wherefores in detail, let’s simply set up an RSA environment using
Derive and compute an example.

In the first place, we need a routine text_to_number(t) that converts an alphanumerical string t into a
decimal number. By default we assume that t uses the full ASCII character set. The corresponding
decimal number is then simply the decimal number whose digits with respect to the base 256 are
exactly the ASCII-numbers of the characters of t (both read from left to right). In some textbooks
though, a more primitive source coding is used with the following correspondence: A=01,
B=02,...,Z=26 and space = 00 (no other characters are allowed). If you want to use this kind of source
coding, you should set the optional parameter o to “plain”. (Note that currently inverted commas are
left out in listings of programs!)

What follows are two simple examples. The second one yields a decimal number m with 238 digits,
which will be used as message in the following.



Fourth International Derive TI-89/92 Conference

Wiesenbauer: Using Derive to Explore the Mathematics Behind the RSA Code Page 3

If we choose the modulus n to be a number with about 1024 bits, i.e. about 309 decimal digits, which is
a very common size nowadays, we can encrypt the full text in one run only. (In general, if n is given
beforehand, it might be necessary to split up m into several decimal blocks each < n.)

The following routine generates an RSA environment, such that that modulus n has k bits and its prime
factors p and q have about half as many bits. Furthermore, e is chosen to be the fixed Fermat prime
65537. Then e is almost certainly coprime to p-1 and q-1 and we can use the built-in function
inverse_mod(a,m) to find the unique positive solution d < v of the congruence 1modex v≡  with
v=lcm(p-1,q-1). Furthermore, the special of e is obviously advantageous when it comes to forming
powers em  mod n, as 1em −  mod n is simply the result of 16 squarings mod n starting with m.

Before using this routine for the very first time, it is very important that the global variables p,q,n,e,d
are initialised by a statement like

otherwise Derive won’t recognise these variables after exiting the routine RSA_init(k). (Is this  a bug or
just a “feature” of DfW5? Frankly, I don’t know.)
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Above you can see how the values of p,q,n,e and d typically look like after calling our routine
RSA_init(k) with k=1024. In particular, it is easy to see that n really has exactly 1024 bits:

Given these values encryption and decryption is actually very easy now.

Well, I still owe you the routine that converts a decimal number back to a meaningful text.

Will it pass the acid test?
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Yes! For the first time, it is possible now to go through all steps of the RSA encryption and decryption
including the conversions of texts to decimal numbers and vice versa.

Just a few words to the use of RSA for digital signatures. When the RSA cryptosystem was first
publicised in the August 1977 issue of Scientific American, the inventors posed a small problem to the
readers. To prove their authenticity they also published an electronic signature s along with the public
key (e,n), namely

claiming that s is simply the text “FIRST SOLVER WINS ONE HUNDRED DOLLARS” encrypted by
their private key d (known only to them!) rather than their public exponent e. And here is proof by
Derive that this signature was valid:

In fact, by this exchange of public exponent e and private exponent d, everybody can read the resulting
ciphertext using e as exponent for decryption and compare the outcome with what was claimed by the
sender, but nobody can forge the signature without knowing d. Needless to see that this special option
of RSA to prove the authenticity of the sender adds very much to its popularity.

The Extended Euclidean Algorithm or How Does INVERSE_MOD(a,m) work?

We now turn to the mathematics behind RSA. The first question regards the built-in function
INVERSE_MOD(a,m) that computes the inverse of a mod m under the assumption that a and m are
coprime and which was used above with a = e and m = lcm(p-1,q-1). How does it work?

It simply makes use of one of the oldest algorithms of all mathematics, the Euclidean algorithm.  In
fact, it has been called by D. Knuth (cf. [2]) “the granddaddy of all algorithms, because it is the oldest
nontrivial algorithm that has survived to the present day”. It can be used not only to compute d =
gcd(a,b) of any two integers a and b in a very efficient way, but in its extended form also to find
integers x,y, such that d = xa + yb. Assuming that a ≥ 0 and b >0, which is in view of
gcd(a,b)=gcd( ,a b ) no loss of generality, and setting 0 :r a=  and 1 :r b=  we can always form the
following “chain of divisions” that eventually terminates with a division whose remainder is 0, as the
numbers 1 2, ,..., nr r r  form a strictly decreasing chain of positive integers.

0r  = 0 1 2q r r+   with 2 10 r r< <
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1r  = 1 2 3q r r+   with 3 20 r r< <

...
    2 2 1n n n nr q r r− − −= +  with 10 n nr r −< <

                                              1 1n n nr q r− −=

It is easy to see that 0 1 1 2 1,gcd( , ) gcd( , ) ... gcd( )n n nr r r r r r r−= = = = , hence gcd( , )nr a b= . Furthermore, all

ir , i = 0,1,..,n, can be expressed in the form i i ir x a y b= + . This is trivial for i = 0 and i = 1, because of

0 1 0r a a b= = +  and 1 0 1r b a b= = + . Assuming that this had been already been proven for all i < k with
1<k n≤ , it is then valid also for i = k, due to

2 2 1 2 2 2 1 1

2 2 1 2 2 1

( ) ( )
                               ( ) ( )
k k k k k k k k k

k k k k k k

r r q r x a y b q x a y b
x q x a y q y b

− − − − − − − −

− − − − − −

= − = + − + =
= − + −

In particular, we see that 2 2 1:k k k kx x q x− − −= −  and 2 2 1:k k k ky y q y− − −= − , k = 2,3,...,n, which means that
the recursion formulas for kx  and ky  are exactly of the same form as for the kr .

How could a DERIVE-program look like that computes d=gcd(a,b) along with integers x and y such
d=xa+yb? First, let me point out that there are already two programs in the utility files NUMBER.MTH
and NUMBER.DFW, respectively, that deal with this task, namely

Both compute [d, [x,y]] for integers a and b, but are not very satisfactory for our purposes. The first one
is very fast by calling the built-in function INVERSE_MOD( ), which in turn calls an internal function
like EXTENDED_GCD( ) on a LISP-level. Thus from a didactic point of view, we have a perfect
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vicious circle here! The second also works for Gaussian integers (cf. [6] for a detailed discussion of
these numbers) and  without any reference to INVERSE_MOD( ), but is unnecessarily complicated, if
you are interested in integers a, b only.

Hence let’s make an extremely streamlined version of the second program that covers only the case,
where a and b are nonnegative integers. It could look like this:

I hope that this form shows (at last!) that the Euclidean algorithm is incredibly simple even in its
extended form!

Let’s go back to the question how to compute the inverse of a mod m on condition that a and m are
coprime and nonnegative integers. Since gcd(a,m)=1, we could use xgcd(a,m) to find integers x and y
such that xa+ym=1. But this means that xa ≡  1 mod m, in other words x is the inverse of a mod m we
are looking for! Since y is not needed at all here, when designing a routine inv_mod(a,m), we could
streamline our xgcd( ) even a bit further by leaving out the components referring to y in the vectors
above. (This is what a good program is all about: Modifications are very easy due to its general
structure!)

Concluding this chapter let’s note an important consequence of the Euclidean algorithm, which is
needed in the following

Lemma (Euclid): If a,b,c are integers, such that a bc  and gcd(a,b)=1, then a c .

Proof: Since gcd(a,b)=1 we can find integers x and y such that xa+yb =1. If  we multiply this equation
with c, we get xac+ybc=c, where a is a divisor of xac and y(bc), hence also of xac+y(bc)= c.

Corollary: If p is a prime, then p ab implies p a or p b . More generally: If a prime p divides a
product, it must divide one of its factors.
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Proof: If p ab , then either p a  or gcd(p,a)=1. In the latter case we have p b  according to Euclid’s
Lemma.

Fermat’s (Little) Theorem and Its Important Consequences

Now that we know how to construct the RSA-keys e and d by means of the Extended Euclidean
Algorithm, the question arises why RSA works with these numbers as it did in our example. This is
where the following important theorem, often referred to as Fermat’s (Little) Theorem, comes into
play:

Theorem: If p is any prime and a any integer not divisible p, then 1 1pa − ≡  mod p.

Proof: Let’s consider the multiples a, 2a, 3a, ... , (p-1)a. We first claim that these numbers are all
incongruent mod p. Assuming on the contrary that ia ja≡ mod p, where 0 j i p< < <  w.l.o.g., leads to

( )p i j a−  and hence to p a  or p i j−  according to the corollary above. Both cases are clearly
impossible. In a similar way one can see that none of the elements is 0 mod p, i.e. divisible by p.

Since a, 2a, 3a, ... , (p-1)a are all different mod p and incongruent to 0, they must be exactly the
elements 1,2,...,p-1 apart from the order. Hence, if we form the product of a,2a,...,(p-1)a and 1,2,...,p-1
the results should be equal mod p, i.e.

(2 )(3 )...(( 1) ) 1 2 3... ( 1)a a a p a p− ≡ ⋅ ⋅ ⋅ −  mod p.

By regrouping this implies that

1( 1)( 1)!pp a p− − −

Since p doesn’t divide any of the factors of (p-1)!, it must divide 1 1pa − −  according to the last corollary,
which is exactly what we wanted to prove.

Fermat’s Little Theorem can be slightly generalised to

Corollary: For any prime p and any integer a the congruence
1 ( 1)k pa a+ − ≡ mod p

holds for all 0.k ≥

Proof: This is trivial, if p is a divisor of a, because in this case both sides of the congruence are 0 mod
p. On the other hand, if a isn’t divisible by p, this follows from

1 ( 1) 1( )k p p ka a a a+ − −≡ ≡  mod

where 1 1pa − ≡  mod p was used.
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At last we are ready now to prove that RSA works with our choice of e and d, i.e. that the mappings
em m!  mod n and dc c! mod n are inverse to each other. Since ( )e d edm m=  and ( ) )d e edc c=  and ed

1 mod≡ lcm(p-1,q-1), all we have to prove is

Theorem: For all primes p and q, p ≠ q, and all integers a the congruence

1 ( 1, 1)klcm p qa a+ − − ≡ mod pq

holds for all 0.k ≥

Proof: Obviously it suffices to prove that

1 ( 1, 1)klcm p qa a+ − − ≡ mod p and 1 ( 1, 1)klcm p qa a+ − − ≡ mod q.

But this is an immediate consequence of the corollary to Fermat’s Little Theorem, since lcm(p-1,q-1) is
a multiple both of p-1 and q-1.

By the way, the inventors of RSA (and sadly enough, many authors of textbooks on cryptography
thereafter) used the product (p-1)(q-1) instead of lcm(p-1,q-1). Of course, the decryption exponent d
you get in this way will also do the trick, but it is usually a few bits larger than necessary. In fact, it can
be proved that our d is the smallest possible one.

As we have seen, Fermat’s Theorem is at the heart of RSA. But it also proves very useful when it
comes to generating large primes as they are needed for RSA (and also some other cryptosystems).

The idea behind the use of Fermat’s Theorem as primality test (or rather compositeness test) is simple:
If you can find for any given n an integer a with 0<a<n such that

1 1na − ≠  mod n

then n must be composite. Unfortunately, this is not a strict primality test as the following computation
with fixed a=2 shows:

22 composite numbers below 10000 pass the so-called Fermat test for the base a=2 without being
prime! What is more, there are composite numbers n (called Carmichael numbers) which pass the
Fermat test for all a in the range 0<a<n except for those with gcd(a,n) ≠ 1. For example, 561= 3 11 17⋅ ⋅
is such a number and even the smallest one.

As was shown in 1992, there are even infinitely many of these numbers. The following theorem
(without proof) gives a nice characterisation of Carmichael numbers.
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Theorem: A composite number n is a Carmichael number if and only if it is squarefree and 1 1p n− −
holds for all prime divisors p of n.

We can use it to determine all Carmichael numbers up to 10000 using Derive:

Carmichael numbers are also directly related to RSA in a very interesting way. If one (or even both) of
the primes p and q is substituted by a Carmicheal number and if additionally gcd(p,q)=1 holds, then
RSA will still work with e and d chosen in the usual way! On the other hand, getting p and q by
factoring the modulus n is much easier in this case, since a Carmichael number has at least 3 prime
factors!

We have seen above that a simple Fermat test won’t exclude Carmichael number n, unless we are
extremely lucky by finding a base a with 0<a<n and gcd(a,n)>1. Fortunately there is another very
simple condition for primes which can be combined with the Fermat test to make it stronger. It is the
fact that 2 1x ≡  mod p has only the solutions ±1, if p is a prime, due to

2 1 ( 1)( 1)p x x x− = − +  ⇒  1p x − or 1p x + ⇒  x ≡ ±1 mod p.

Let’s assume in the following that n is odd (otherwise the primality testing of n would be very simple,
wouldn’t it?) and n = 2ts +1 for positive integers s,t, where s is odd. If a is any integer in the range 0 <
a < n, then consider the sequence

2 4 ( 1) / 2, , ,....,s s s na a a a −

mod n, which you get by repeated squaring starting with sa mod n. Since you also get these numbers
(but in inverse order) by taking repeatedly the square root of 1na −  mod n, which is supposed to be ≡  1
mod n by Fermat’s Theorem, this sequence should either contain –1 or consist of 1’s only, if n is prime.
This sharpening of the Fermat test leads to the so-called Rabin-Miller test, which is by far the most
widely used probabilistic primality test. In particular, it is used by Derive (and most other CAS) along
with other primality tests. An implementation in Derive could look like this:
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And here again the examples from above that clearly show its efficiency:

The numbers tested so far have been relatively small. How about really large, say with 1000 digits or
more? Have a look at the following example:

It took only 3.42s on my Pentium 450 PC, which is surprisingly fast.  Since the modular exponentiation
plays an important role in RSA itself (note that in the decryption c dc!  mod n the exponent d has
about the same size as n, that is several hundreds digits!), we should have a close look at the underlying
algorithm.

Just like the Euclidean algorithm it is also a very old nontrivial algorithm (according to D. Knuth “its
chief rival for this honour”). In fact, it was already used by the ancient Egyptians for multiplication.
(Note that you can view a product of two positive integers as additive power, e.g.
23 5 23 23 23 23 23⋅ = + + + + .)

The basic idea of this algorithm, which is usually called “Square and Multiply” method, is best
illustrated by an example. Suppose we have a monoid (H,⋅ ) and would like to compute say 100a  for an

.a H∈ We could do this by first computing the sequence
2 4 8 16 32 64, , , , , ,a a a a a a a

in H (note that you have only to square 6 times starting with a!) and then multiplying appropriate
powers of this sequence according to binary representation 2(1100100) of 100, namely

100 4 32 64a a a a=

Hence, a very general implementation of this method, which can be adapted to your needs, could look
like this:
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To use it you only have to specify the operation op(a,b) in H and the identiy element of H. For example,
the “Egyptian multiplication”, which should rather be called “Double and Sum” method, can be carried
out in this way:

 
If we want to perform a Fermat test for the huge number 100010 453+  above, we should specify the
operation and the identity in H in the following way:

This took only 5.02s on my PC. Of course, a “tailor-made” power_mod( ) without any detours, like

should be even faster. Now the computation

takes only 4.33s, which is remarkably close to 3.42s, the time Derive needed for

on my PC. (Even though Derive is so smart to use the “Square and Multiply” method internally as well,
if the parser recognises that the first argument of MOD( ) is a power!)

Emulating some attacks on RSA in Derive
D. Boneh, certainly an expert when it comes to RSA, says in [1] that “securely implementing RSA is a
nontrivial task”. In this final chapter, I would like to illustrate a few of the possible dangers and pitfalls.
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One of the most obvious attacks on RSA is trying to factor the modulus n, since it is clear that anyone
who can find the prime factors p and q of n can compute the private key d in just the same way as we
did. Embarrassingly enough, one of the main pillars on which the RSA construction rests is not a
theorem, but a belief, namely the belief of most mathematicians in the difficulty of the factorisation
problem. The situation is even worse: We cannot even prove, that the so-called RSA problem, namely
to solve the basic congruence

ex c≡ mod n

is computationally equivalent to the factorisation problem, though there is some evidence for it. In other
words, it is still possible that there might be an efficient algorithm to solve this congruence without the
use of the prime factors of n.

It must be said though that there are variants of RSA, where the RSA problem is computationally
equivalent to the factorisation problem. The most important one of this kind is the Rabin variant. Here
the encryption exponent e is always 2, which is clearly forbidden in the classical RSA because of the
requirement gcd(e,(p-1)(q-1)=1. Since this last equation is not fulfilled, the solution of the RSA
problem is no longer unique mod n, but there are usually 4 solutions. This leads to the question how to
solve congruencies

2x c≡  mod pq

for large (and different) primes p and q. Let’s consider the simpler case
2x c≡ mod p

for any prime p first. We could do this by calling SQUARE_ROOT(c,p) from NUMBER.MTH, it is
true, but if we assume that 3p ≡  mod 4 (no problem, as about 50% of all primes should fulfil this
condition!) , then assuming that 2 modc a p≡  for some integer a, we see that ( 1) / 4pc + mod p is a solution
because of

( ( 1) / 4 2 ( 1) / 2 ( 1) / 2 1( ) modp p p pc c c c a c c p+ + − −= = ≡ ≡

(Again we were referring to Fermat’s Theorem!) Since p is a prime, all solutions are given by
( 1) / 4pc +±  mod p.

It should be clear by now that the four solutions of the original congruence mod pq are exactly the
solutions of the four congruence systems

( 1) / 4px c +≡ ± mod p
( 1) / 4qx c +≡ ± mod q

you get by the four independent choices of the signs. To get the unique solution mod pq now, we could
by apply the routine CRT(a,m) from NUMBER.MTH (CRT, of course, refers to the Chinese
Remainder Theorem), but I prefer to use Fermat’s theorem – an all-purpose tool, isn’t it? – to represent
the four solutions by means of an explicit formula. In fact, they can be given in the form ,r s± ±  mod
pq with



Fourth International Derive TI-89/92 Conference

Wiesenbauer: Using Derive to Explore the Mathematics Behind the RSA Code Page 14

( 1) / 4 2 ( 1) / 4 2( mod )( mod ) ( mod )( mod )   p p q qr c p q p q c q p q p+ − + −= +

   ( 1) / 4 2 ( 1) / 4 2( mod )( mod ) ( mod )( mod )   p p q qs c p q p q c q p q p+ − + −= −

as you can easily check by reducing these expressions mod p and mod q, respectively.

And here again the implementation of the Rabin variant in Derive:

Just to save space, we use a very small number k of bits in the following example, namely k=64. (You
should however set k to a realistic size such as k=1024 and check that it’s only a matter of seconds in
this case as well!)
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As you can see the plain text is among the 4 solutions. (Usually the other three solutions don’t yield a
meaningful text as in our example, but one could also add some redundancy to recognise the correct
solution for sure.)

Now, why is it that for the Rabin variant the RSA problem and the factorisation problem are
computationally equivalent? Well, have a look at our example again. Take any two of the four numeric
solutions such that their sum is not n (that is they shouldn’t belong both to the same pair r±  or s±
mod n) and compute the gcd of their sum with n, e.g.

The result is one of the two prime factors of n (here q)! I leave it to the reader to check that this is also
true in the general case due to the special form of r and s.

Let’s go back to the factorisation problem of n. It’s widely believed to be a hard problem, if n is
sufficiently large, say with several hundreds decimal digits, and the factoring attack should usually fail.
On the other hand, it can be surprisingly easy to factor even a large n if the prime factors p and q had
been chosen carelessly.

For example, if p – 1 or q – 1  contain only relatively small prime factors, there is the so-called (p – 1)-
method by Pollard which takes advantage of this fact to factor n. It is again based – you won’t be
surprised by now – on Fermat’s theorem. Suppose that r is a positive integer, which is a multiple of p –
1, say r = k(p-1) for some k, and that a is any integer coprime to p. Then according to Fermat’s
Theorem the congruence

1( ) 1r p ka a −= ≡  mod p

holds and hence gcd( 1, )rp a n− . Hence, unless you are extremely unlucky and gcd( 1, )ra n− =n, you
have got a nontrivial factor of n by computing this gcd!

The problem is to find such an r that is a multiple of p – 1 for one of the prime factor p of n, since you
don’t know p. But provided that p – 1 has no big prime factors (in which case it is sometimes called
“smooth”), you might choose for r the lcm of all numbers up to a certain bound B. Let’s consider as a
small example the Mersenne number n = 672 1−  and B = 3000.

The last line shows why we have been successful: The prime factor 193 707 721 of n, which we found,
has no prime factors larger than 2677!

There is no need to give here a real implementation of the (p – 1)-method. For one thing I have done
this on other occasions (cf. [5]), and for another it is already available in DfW5 as part of the built-in
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FACTOR( ). It must be said though that for a big prime p the chances of p – 1 to be smooth are very
slim.

There is also a (p + 1)-counterpart of the Pollard’s (p-1)-method which uses Lucas sequences and is
very successful, whenever p+1 or q+1 are smooth. You can find a  program for it in [5] and it is also
described there in more detail. Again it has become a part of the built-in FACTOR( ) by now. For
example, try to factor the 89-digit number

by applying FACTOR( ) to see it at work!

As for the encryption, it is advisable to take a small e in order to speed it up. The smallest possible
value for e is 3, of course, and it is perfectly okay as long as you take some precautions. For example, if
the decimal number m, which you get after source coding, has less than one third of the digits of the
modulus n, then c = em mod n would be the same number as em , i.e. you get m back by simply
computing the cubic root of c! Hence, m should always be padded to have about the same length as n.

Another danger is involved, if you send the same message m to at least 3 recipients. Suppose that an
intruder could get hold of three of the ciphertexts 1 2 3, ,c c c  with the corresponding moduli 1 2 3, ,n n n .
Since

3
ic m≡  mod in  , i = 1,2,3

we see that x = 3m  is the unique solution in the range 0 x≤ 1 2 3n n n<  of the system of congruences

modi ix c n≡ , i = 1,2,3.

But this solution can be computed by applying the Chinese Remainder Theorem, that is in Derive by
calling CRT( [ ] [ ]1 2 3 1 2 3, , , , , )c c c n n n . The antidote is again padding of m, this time with random digits,
which should be generated for each encryption independently.

As for d, it is clear that it shouldn’t be extremely small otherwise one could find it by trial and error. In
fact, if the decryption exponent d has loosely speaking less than one fourth of the digits of n (cf. [1] for
the details), then you can find it (or another suitable d) among the denominators of the convergents of
e/n. (Unfortunately I have to assume here that you are familiar with the basics of simple chain fractions
and their rational approximations called convergents.)

Look at the following emulation in Derive. We first called our routine RSA_init(k) with  k=70 (again k
is so small only to save space!) and then exchanged e and d in order to fulfil our assumptions. As you
can see, our new d is actually among the denominators of the convergents of e/n as predicted.
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As we have seen d should be large (usually the size of n) as opposed to e. As consequence the
decryption (and the generation of signatures, where d is used as well) is considerably slower than
encryption, even though the “Square and Multiply” method used for modular exponentiation is
incredibly fast, as we have seen.

Therefore, mathematicians were looking for means to speed up decryption (and the generation of
signatures) even further. It turned out that one of the most efficient tools on that score is again the
Chinese Remainder Theorem.

Suppose that Bob wants to sign the number s with his private key d  by computing ds mod n.
Obviously, he could also compute ds mod p and ds mod q first and then combine these results using the
Chinese Remainder Theorem to get ds mod n. As for the computation of ds mod p and ds mod q, again
Fermat’s Theorem comes into play: Since 1 1ps − ≡ mod p and 1 1qs − ≡ mod q, we could compute the
much simpler, but equivalent expressions pds mod p and qds mod q using the precomputed values

:pd d=  mod (p-1) and :qd d=  mod (q-1).

Now let’s modify our RSA_init(k) accordingly:

And here is an example, where n has 1024 bits, and s is any number < n that is to be encrypted with the
private key d to get the digital signature.



Fourth International Derive TI-89/92 Conference

Wiesenbauer: Using Derive to Explore the Mathematics Behind the RSA Code Page 18

As expected these results coincide, but the second computation took only 0.04s on my PC (vs. 0.14s for
the first), i.e. it is faster by a factor 3-4.

When using the Chinese Remainder Theorem in this way, you should be aware of a certain risk though.
If exactly one of the exponentiations mod p or mod q failed for some reason (as an intruder you could
try to provoke such a failure e.g. by exposing a computer chip to x-rays!) , then the recipient, who
knows the correct signature could easily compute the secret prime factors of n!

Let’s assume for example that the exponentiation mod p failed, which we emulate by applying the
RANDOM-function to the regular outcome.

But then q = gcd(s − mod( , ), )et n n  as the following computation shows:

The remedy is clear: The sender should check himself, whether s = mod( , )et n  really holds, before
giving t away. Since e is small, this check is very fast.

A lot more could be said about RSA, but I hope I have already succeeded in showing the very special
flavour of this cryptosystem, which involves so many fundamental and beautiful mathematical ideas. In
particular, I hope you enjoyed the Derive programs as much as I did when I wrote them.
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