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Let F(x) beapolynomial. Wesay x =r isaroot (or zero) of F(x) if F(r) =0. Inthiscase, the
Fundamental Theorem of Algebra assures us that there exists a polynomial, Q(x), such that

F(x)=(x-1)Q(x). D

Wesay that x =r isasimpleroot if equation (1) istrueand Q(r) isnon-zero.
We say that x =r isamultipleroot of order k (for F(x)) if

with Q(r) non-zero.
In figure 1 opposite,
we see the graph of a
polynomial having
simplerootsat x =2
and x =4. As
illustrated by this
figure, the derivative
of apolynomial is
non zero at each
simpleroot. We can
visualy locate these
simple roots with
relative ease and
accuracy.

In figure 2 opposite,
we see the graph of a
polynomial having
multiplerootsat x =
2 and x=4. As
illustrated by this
figure, the derivative
of apolynomial is
zero at each multiple
root. Near amultiple
root, the graph of
F(x) isvirtually

F(x) =(x-r)Q(x) )

indistinguishable from the x-axis. Thismakesit difficult to locate the roots.
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Newton’s M ethod.

For polynomials of degree greater than four, an approximation method must be used to locate the
roots. That is, we may never find the exact roots, but we may approximate each root (say, to 15-
digits accuracy.) One favorite
method of locating rootsis
Newton's Method. With this _ _ . . Ol. F(xd})
method, we start with a number,
X, (caled aninitial guess) near
the desired root, r. From this
we (perform an iteration to)
getx,; from x, wegetx;; etc.
For an initial guess reasonably
near r, Newton’s method should
give us a sequence

{>(1,X2,...,><,} Tangent Line

of approximations that will
convergeto x =r.
Geometrically, x, isfound from ,.

X, by constructing the tangent
line at the point (x,, F(x,)).
Then, x,isthe x-coordinate of

w2

x1

‘xn+1 = ‘xn - F(x”)
F'(x,)
the point where this tangent line intersects the x-axis— as shown in Figure 3 above. The formula
for determining Xn+1 from X, is:
©)

where F'(x) isthefirst derivative of F(x). Iterations continue until two successive

approximations are within 10" or a maximum number of iterations is reached. Newton's
method works quite well for locating simple roots of polynomials — provided that we can find a
suitableinitial guess. It isnot so successful in locating a multiple root.

Miller’'sMethod.

Perhaps the favorite method for finding the roots of a polynomial is Muller’s Method. We will
givethe stepsinvolved in oneiteration. We start with threeinitial guesses:  x, X,, %,. Wefind

the quadratic polynomial, q(x), which passes through the three points:
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(11>F(x1))>(52>F(52))>(53>F(%))'

We expect q(x) to have two roots.
Wetake x, tobetheroot, whichis
closer to x,. Seefigure 4 opposite for
atypical first iteration of Mller's
Method. This same processis applied
to X,,%,X, togivex,, etc. Aswith
Newton’'s Method, the iterations
continue until the last two values of x
arewithin 10" or amaximum number
of iterationsis reached.

{(x2, F{x2)>

x1 w3

Onceoneroot, r,, hasbeen found, the
function F(x) isre-defined asthe
original function divided by (x-r,).
This processis called deflation.

Y (3. F(x3))

Applying Mller's Method to this

deflated F(x) should cause the next

sequence of iterations to converge to aroot different from r  (at least if r isasimpleroot.)
After asecond root, r,, isfound, thefunction F(x) isagain deflated so that it is the original
function divided by (x—r,)(x—r,). This process continues until al the roots are found. If n is

the degree of the polynomial and all the roots are ssimple, it is easy to tell when we have found all
the roots.

Muller sMethod is so robust that any threeinitial guesses will lead to the location of aroot —
even if al therootsof F(x) are complex. Newton's Method will aso locate complex roots. Of
course, Newton's method requires an initial guessfairly close to the root. Near amultiple root, a
straightforward application of Miller’s Method will require too many iterations to be practical.
So, the number of iterations must be limited, say to 30. See[1], for more information about
Newton’s Method and Mller’ s Method.

Simple Roots from Multiple Roots.

Suppose that F(x) hasamultipleroot, r, of order k. Thatis, F(x) may be expressed asin
equation (2). Wedivide F(x) by itsderivative to get the following:
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F(¥) _ (x=r) Q(x) _ (x=r)o) (4)
F'O) k(x=r)TQu)+(x-r) Q) kQ()+(x-r)Q(¥)"
Near x =r, Q(X) isnon-zero. Sowe may divide numerator and denominator of the last
expressionin (4) by Q(x) to obtain
F(X) _ (x=r) 1,
F'(x) (X1 - k(x ")
Q(x)
That is, for x near, but not equal to r, the function
_F(x
P(x) = = (5)

behaves as though it hasasimpleroot x =r. Hence, Newton’s Method can be applied to d(x)
to determine theroots of F(x). For each root, all we need is areasonably good initial guess.
Thisinitial guessis obtained by applying Muller s Method to F(x).

Determining Root Order.

For x near theroot r of F(x), wehave

_F 1.
D(x) “Fxo k(>< r. (6)
Thus, for x near r, we have
CD'(x)'*%.

Using acentral difference approximation to the derivative of ®, we get

D (x+38)-d(x -0)
20

P'(x) =

x|

for reasonably small (non-zero) values of d. Taking reciprocals, gives

_ 25
‘= o (x+3)-o(x-0) )

for x near r and & reasonably small. In particular, suppose that we have obtained (with
Newton’s Method) an approximate root, r,, sothat | r, —r | <10™. We may take &= 800"

and x =rp toassurethat ®(x + ) and d(x —9d) are defined and not equal —yet (7) will give
agood approximation to k. Since k isanatural number, the exact value of k isgiven by the
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for r, and & asabove.

We need to know the order of each root of polynomial F(x) for two reasons. Thefirst use of
root order isin the application of Miller's Method. Suppose that we have found aroot, r,, and

it has order k. Then, for the deflation step, we divide by (x- rl)kl to prevent Miiller’s Method

from returning theroot r, asecond time. The second, and perhaps more important use of root

order, isto tell when we have found all the roots of F(x). Simply counting the number of roots
is not sufficient to ascertain that we have found all the roots. Suppose the polynomia F(x) has

degree n and we have found roots {r,,r,,--,r.} having respective root orders {k;,k,, -,k } ,
we will have found all the rootswhen k; +k, +---+k  =n. That is, we can quit looking for roots

when the sum of the root orders equals the degree of polynomia F(x). In thisway, we may
locate al the roots of a polynomia having multiple roots.
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